INFORMATYKA I EKONOMETRIA

- studia stacjonarne i niestacjonarne -

Pytania na egzamin magisterski

1. Co to jest i czym zajmuje się Inżynieria Oprogramowania.

2. Wymień najważniejsze modele cyklu życia oprogramowania. Scharakteryzuj dokładnie jeden z nich.

3. Wymień diagramy języka UML 2.0. Omów szczegółowo jeden z nich, narysuj przykłady.
4. Wyjaśnij w punktach związki pomiędzy następującymi diagramami UML: diagram przypadków użycia, diagram klas, diagram sekwencji, diagram maszyny stanów.

5. Wyjaśnij czym są wzorce projektowe. Omów jakie korzyści daje wykorzystanie wzorców?

6. Co to są kontrole (inspekcje) oprogramowania?

7. Omów czym różni się weryfikacja od zatwierdzania (walidacji) oprogramowania?
8. Uzasadnij potrzebę stosowania zasad bezpieczeństwa w sieciach komputerowych.

9. Co to jest hipoteza statystyczna? Opisz ideę weryfikacji hipotez statystycznych.

10. Charakterystyka badań reprezentacyjnych.

11. Co to jest losowanie warstwowe i kiedy daje ono lepsze efekty od losowania niewarstwowego.

12. Co to jest losowanie wielostopniowe?

13. Prognozowanie na podstawie jednorównaniowego modelu liniowego.

14. Prognoza punktowa i przedziałowa.

15. Miary dokładności prognoz statystycznych.

16. Błędy prognoz ex ante i ex post.

17. Prognozowanie w oparciu o modele szeregów czasowych (AR, MA, ARMA, ARIMA, itp.).

18. Modele VAR.

19. Analiza wrażliwości w zadaniach programowania liniowego.

20. Pojęcie procesu stochastycznego – stacjonarnego i niestacjonarnego.

21. Metody testowania rzędu zintegrowania.

22. Identyfikacja rzędu opóźnień w modelu autoregresyjnym.

23. Modele ze skończonym i nieskończonym rozkładem opóźnień. 

24. Kointegracja szeregów czasowych.

25. Opisać matematyczny model teorii popytu konsumenta – wymienić własności funkcji użyteczności, rolę ograniczenia budżetowego i inne elementy modelu.

26. Omówić najważniejsze przykłady funkcji produkcji.
27. Omówić pojęcie krańcowej wydajność nakładów, elastyczności produkcji względem nakładów, substytucji nakładów.

28. Omówić klasyfikację towarów ze względu na elastyczność dochodową lub cenową. Na czym polega paradoks Giffena?

29. Miary oceny jakości modeli klasyfikacyjnych.

30. Omówić oraz podać przykłady zastosowań metod redukcji wymiarowości w danych.

31. Omówić podstawowe metody analizy skupień.

32. Miary koncentracji na rynku dóbr.

33. Metody analizy zasięgu rynku.

34. Metody segmentacji rynku.

35. Zastosowanie metod porządkowania liniowego w analizie rynku.

36. Modele zmiennych wielomianowych uporządkowanych.

37. Modele zmiennych licznikowych.

38. Ocena jakości dopasowania modeli mikroekonometrycznych.
39. Na czym polega taksonomiczna metoda wzorca rozwoju?

40. Graficzne metody analizy danych wielowymiarowych.

41. Zagadnienie transportowe. Postać zadania. Klasyfikacja.

42. Zarządzanie projektami. Metoda ścieżki krytycznej oraz metoda PERT.
43. Model decyzyjny sterowania zapasami.

44. Opcje jako instrumenty o ryzyku niesymetrycznym i metody ich wyceny.
45. Scharakteryzuj zasady przetwarzania danych osobowych.

46. Etyczny wymiar konkurencji ekonomicznej oraz zasady uczciwej konkurencji.

47. Scharakteryzować wybrane zasady manifestu Agile.

48. Opisać poziomy planowania w zwinnych metodach zarządzania projektami.

49. Teoria przejścia demograficznego.

50. Cechy populacji, zdarzenia i zjawiska demograficzne.

Systemy Business Intelligence

1. Czym jest system CRM komunikacyjny, omów cechy i podaj przykłady.

2. Czym jest system CRM operacyjny, omów cechy i podaj przykłady.

3. Czym jest system CRM analityczny, omów cechy i podaj przykłady.

4. Podaj i omów typy epizodów w systemach CRM.

5. Omów funkcjonalności systemu CRM jako części systemu klasy ERP w przedsiębiorstwie.

6. Wymień trzy przykładowe techniki Data Mining  i opisz jedną z nich (na czym polega, do czego służy).

7. Opisz 3 miary opisujące reguły asocjacyjne: Support, Confidence, Lift.

8. Co to jest miara? Opisz operację agregacji. Podaj przykłady miar: addytywnej, semi-addytywnej i nieaddytywnej. 

9. Opisz wymiar parent-child? Podaj przykład.
10. Wymień podstawowe kategorie systemów informacyjnych wykorzystywanych w gospodarce.
11. Wymienić i krótko omówić wybrane techniki uczenia nienadzorowanego (bez nauczyciela).

12. Wymienić i krótko omówić wybrane techniki uczenia nadzorowanego (z nauczycielem).

13. Przedstawić ideę działania algorytmu Apriori oraz przykład zastosowania praktycznego.

14. Omówić proces konstruowania drzew klasyfikacyjnych i regresyjnych.

15. Dokonać porównania technik bagging i boosting.

16. Zdefiniuj pojęcie workflow (przepływ pracy).

17. Podaj przykładowe cechy dokumentu w systemie obiegu dokumentów.

18. Przedstaw opisowo przykładowy przepływ pracy dla dokumentu typu "zamówienie".

19. Opisz wpływ informatycznego systemu obiegu dokumentów na organizację.

20. Czym jest digitalizacja dokumentów w systemach obiegu dokumentów, podaj przykłady.
EUROPEAN MASTER IN OFFICIAL STATISTICS

1. Rola statystyki publicznej w polityce, biznesie i badaniach naukowych.
2. Podstawowe zasady statystyki publicznej.
3. Europejski System Rachunków Narodowych i Regionalnych (ESA 2010).
4. Scharakteryzować/podać definicję danych masowych; model 3V i 4V. 

5. Omówić wybrany algorytm konstrukcji drzewa klasyfikacyjnego.

6. Miary oceny jakości modeli klasyfikacyjnych.

7. Typy sieci społecznościowych.
8. Przykłady zastosowań analizy sieci społecznościowych  (w tym "sześć stopni separacji").
9. Miary centralności w sieci.
10. Omów zalety doboru próby warstwowej w porównaniu do próby prostej w badaniu empirycznym typu survey.

11. Próbkowanie i błędy próbkowania w badaniu populacji skończonych np. w przedsiębiorstwie.

12. Określanie wielkości próbki dla projektu jednostopniowego.
13. Model przeżycia jako rozkład prawdopodobieństwa (funkcje gęstości, dystrybuanty, przeżycia oraz hazardu).

14. Parametryczne modele proporcjonalnego hazardu.

15. Semiparametryczny model Coxa.

16. Metody wyznaczania granic ubóstwa.

17. Jakie są podstawowe rodzaje liniowych modeli panelowych?

18. Omów pomiar inflacji w Polsce uwzględniając indeksy CPI i HICP oraz inflację bazową.
19. Źródła podstawowych danych statystycznych dotyczących Unii Europejskiej.

20. Rodzaje zakłóceń przestrzennych.
SZTUCZNA INTELIGENCJA W ANALIZACH EKONOMICZNYCH

1. Omów trzy podstawowe typy uczenia oraz przykładowe algorytmy dla każdego z tych typów.

2. Czym jest uczenie ze wzmocnieniem? Omów ten typ uczenia i podaj przykład zastosowania.

3. Omów procesy selekcji w metodach ewolucyjnych.

4. Omów procesy krzyżowania i mutacji w metodach ewolucyjnych.

5. Na czym polega teoria schematów w algorytmach genetycznych?

6. Czym są algorytmy genetyczne wyspowe i algorytmy genetyczne dyfuzyjne?

7. Omów pojęcie krzywej ROC, miary AUC i metody jej estymacji.
8. Omów proces krosswalidacji i tunowania hiperparametrów algorytmów uczenia maszynowego.

9. Omów algorytm k-najbliższych sąsiadów.

10. Omów algorytm drzewa decyzyjnego.

11. Omów strukturę sieci typu perceptron wielowarstwowy wraz z funkcjami aktywacji neuronów, funkcjami kosztu oraz metodami regularyzacji.

12. Omów podstawy metody wektorów wspierających SVM.

13. Omów metodę uczenia Hebba sieci neuronowej Hopfielda.

14. Omów metodę wstecznej propagacji błędów w uczeniu sieci neuronowej.

15. Omów architekturę sieci konwolucyjnej (z uwzględnieniem pojęcia konwolucji).
16. Omów zasadę działania sieci typu autoencoder.

17. Omów zasadę działania modelu typu transformer.

18. Omów zasadę działania sieci syjamskich.
19. Omów sieci typu GAN (Generative adversarial network).
20. Omów podstawowe metody ograniczania overfittingu w głębokich sieciach neuronowych.
